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Fitting a Model to Data

How can | fit a model to measurements? E.g.:
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Demo: Data Fitting using Least Squares



Meaning of the Singular Values

What do the singular values mean? (in particular the first/largest
one)
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Condition Numbers

How would you compute a 2-norm condition number?

cowd (A)= AN - 147,

A= VgTUT v |



Outline

SVD: Applications
Solving Funny-Shaped Linear
Systems
Data Fitting
Norms and Condition
Numbers
Low-Rank Approximation



SVD as Sum of Quter Products

What's another way of writing the SVD?
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Low-Rank Approximation (1)

What is the rank of alulvlT?

What is the rank of alulvlT + 02U21}2T?

[@

Demo: Image Compression



Low-Rank Approximation

What can we say about the low-rank approximation

@ alul'v{ TGP oo qF akuk'vg
to c/

A= UlulvlT = oquUQT eocodE Ulunvg?

For simplicity, assume o1 > 09 > - - > 0,>0.

miw (1A - BI, = TA-AN
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QOutline

Python, Numpy, and Matplotlib

Making Models with Polynomials
Making Models with Monte

Carlo

Error, Accuracy and Convergence

Floating Point

Modeling the World with Arrays
The World in a Vector
What can Matrices Do?
Graphs
Sparsity

Norms and Errors
The ‘Undo’ Button for Linear

Operations: LU
Repeating Linear Operations:

Eigenvalues and Steady States
Eigenvalues: Applications

Approximate Undo: SVD and
Least Squares
SVD: Applications
Solving Funny-Shaped Linear
Systems
Data Fitting
Norms and Condition
Numbers
Low-Rank Approximation
Interpolation
Iteration and Convergence
Solving One Equation
Solving Many Equations
Finding the Best: Optimization
in 1D
Optimization in n Dimensions
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Recap: Interpolation

Starting point: Looking for a linear combination of functions ¢; to
hit given data points (z;,y;).

Interpolation becomes solving the linear system:

Nfunc
yi = f(xi) = E a; p;(Ti) < Va=y.
- ——

Want unique answer: Pick Nygpne = N — V square.

V is called the (generalized) Vandermonde matrix.

Main lesson:

V (coefficients) = (values at nodes) .



