
LU: Failure Cases?
Is LU/Gaussian Elimination bulletproof?

72

A

Ie Y A

Uni O 41 fat 1 0 2

0 2



Saving the LU Factorization
What can be done to get something like an LU factorization?

Demo: LU Factorization with Partial Pivoting [cleared]
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https://mybinder.org/v2/gh/inducer/numerics-notes/main?filepath=demos/linear_systems/LU%20Factorization%20with%20Partial%20Pivoting.ipynb
https://mybinder.org/v2/gh/inducer/numerics-notes/main?filepath=cleared-demos/linear_systems/LU%20Factorization%20with%20Partial%20Pivoting.ipynb


More cost concerns
What’s the cost of solving Ax = b?

What’s the cost of solving Ax = b1,b2, . . . ,bn?

What’s the cost of finding A�1?
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Cost: Worrying about the Constant, BLAS
O(n3) really means

↵ · n3 + � · n2 + � · n + �.

All the non-leading and constants terms swept under the rug. But: at least
the leading constant ultimately matters.

Shrinking the constant: surprisingly hard (even for ’just’ matmul)

Idea: Rely on library implementation: BLAS (Fortran)
Level 1 z = ↵x + y vector-vector operations

O(n)
?axpy

Level 2 z = Ax + y matrix-vector operations
O(n2)
?gemv

Level 3 C = AB + �C matrix-matrix operations
O(n3)
?gemm, ?trsm

Show (using perf): numpy matmul calls BLAS dgemm 75
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LAPACK

LAPACK: Implements ‘higher-end’ things (such as LU) using BLAS
Special matrix formats can also help save const significantly, e.g.
I banded
I sparse
I symmetric
I triangular

Sample routine names:
I dgesvd, zgesdd
I dgetrf, dgetrs
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LU on Blocks: The Schur Complement

Given a matrix 
A B
C D

�
,

can we do ‘block LU’ to get a block triangular matrix?
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LU: Special cases

What happens if we feed a non-invertible matrix to LU?

What happens if we feed LU an m ⇥ n non-square matrices?
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Round-off Error in LU without Pivoting

Consider factorization of

✏ 1
1 1

�
where ✏ < ✏mach:
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Round-off Error in LU with Pivoting

Permuting the rows of A in partial pivoting gives PA =


1 1
✏ 1

�
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Changing matrices
Seen: LU cheap to re-solve if RHS changes. (Able to keep the expensive
bit, the LU factorization) What if the matrix changes?

Demo: Sherman-Morrison [cleared]
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https://mybinder.org/v2/gh/inducer/numerics-notes/main?filepath=demos/linear_systems/Sherman-Morrison.ipynb
https://mybinder.org/v2/gh/inducer/numerics-notes/main?filepath=cleared-demos/linear_systems/Sherman-Morrison.ipynb


In-Class Activity: LU

In-class activity: LU and Cost

82

https://relate.cs.illinois.edu/course/cs450-f21//flow/inclass-lu/start

