What about non-square systems? Hy > and
Ceak || o; n (W

wpavuj

Specifically, what about linear systems with ‘tall and skinny’ matrices? (A:
m x n with m > n) (aka overdetermined linear systems

Specifically, any hope that we will solve those exactly?

hepe

.

84



Example: Data Fitting

Have data: (xj, y;) and model:
y(x) = a+ Bx +yx°

Find data that (best) fit model!
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Data Fitting Continued

(A=l 5

d\*(b\l* «x'l' :ﬂ’ \(’ Y,
O\*(bx{( (leL Y,
st §xr ot Y,

R TCANEE S

(o\*(bxﬁ g aﬁ,‘ S
‘o\*(h\q (gxf"'ﬂll11' _
arp et =g [TE 2 v

J . 2
\o\*(b\';( (qu N
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. . 1
Rewriting Data Fitting b ) 9\ |t
? (({()«. Smn
Rewrite in matrix form. L%, ¢ utc" Y
[S—
\\
Nedon monie. oo
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Least Squares: The Problem In Matrix Form

|Ax — b||3 — min!

is cumbersome to write.
Invent new notation, defined to be equivalent:

NOTE: con
» Data Fitting is one example where LSQ problems arise.

» Many other application lead to Ax = b, with different matrices.
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Data Fitting: Nonlinearity

Give an example of a nonlinear data fitting problem.
\

ok
) 2
lexp(a) + Bx1 +vx¢ — y1
+. . .+

2 -
I — minl

‘exp(a) + Bxn + 7Xr% —Yn

But that would be easy to remedy: Do linear least squares with exp(«) as
the unknown. More difficult:
“ W\l\'\hq 2 2
9 |+ exp(Bx1 +7x7) — y1
JERTRA, Fo

2 .
‘a—kexp(ﬁxn—k'yx,%)—y,,‘ —  min!

Demo: Interactive Polynomial Fit [cleared]
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Properties of Least-Squares

Consider LSQ problem Ax = b and its associated objective function
©(x) = ||b — Ax||5. Does this always have a solution?
%

08 7 | 1A, - Ubll, | A wo mdl 5y

.\ A———F

Is it always unique?

Mot Mi@«e i{ A has mdl 2.

Examine the objective function, find its minimum.

0= P& =7(b-Ax)"- (b-Ax)
-Y(5b ~ 28 4x + KATAX)
c 20 A+ 2ATAX = pAAx=AT

(e n vl eqn- )
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Least squares: Demos

Demo: Polynomial fitting with the normal equations [cleared]

What's the shape of ATAK men = ne

couart -

Demo: Issues with the normal equations [cleared]
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Least Squares, Viewed Geometrically

= b~ Ax

0
y=hx

qm(A)

Why is r L span(A) a good thing to require?

when ‘TJ-JP”'I CA) ; ‘I'H‘L 3

min:miZedl
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Least Squares, Viewed Geometrically (I1)

b 7} V= b-Ax
L
6 <
yhx

;Ipan(A)

Phrase the Pythagoras observation as an equation.

S?an(A)J- b-AX
= AT(b-A9) =0 S AAr=A"b

Write that with an orthogonal projection matrix P.

Ax = Pb
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About Orthogonal Projectors
What is a projector?

P: v=P

What is an orthogonal projector?
le

PP &> In(p) L fmgP)

How do | make one projecting onto span{qy, g5, . ..

,q,} for orthogonal q;?
N—

0O

———
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Least Squares and Orthogonal Projection

Check that P TA)~LAT is an orthogonal projector onto colspan(A).

=

Pe ALATRYTUATARATAY AT
Symmetne. = P ois g ?%j&w.

What assumptions do we need to define the P from the last question?

ATA s laveredbo .
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Pseudoinverse
What is the pseudoinverse of A?

A+ - CATA)\,AT

What can we say about the condition number in the case of a
tall-and-skinny, full-rank matrix?

pond CAY = IAL - ITATI,
o W Al mt ful Tank

What does all this have to do with solving least squares problems?

K= Ab soles AX Y )
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In-Class Activity: Least Squares

In-class activity: Least Squares
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Sensitivity and Conditioning of Least Squares

lo A
Zom
. 3 )‘X

= |- Ax

gpar(A)
_ MAx,
©s8= 0T
A Lt < (& ' --L M_,.‘Qj
L S b e T

What values of 6 are bad?

[ R (PR QO\SQ’O\(R\



x= AL J <0,
Ax = AT Ab

I < 1A'
& 1A %Il cod ()« ) 14%)
= coud(l (18N [4°1< coaln)
TS N

= codd - Mo ¢ uw

& condll T ‘M
Tl
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Sensitivity and Conditioning of Least Squares (I1)

Any comments regarding dependencies?

Stalvifiriy o _do rds

What about changes in the matrix?

“M <(cod (N Yod(A|- L.I

(v%o ht\ﬂ Qu\m ‘

~ta020 e @A ny i a]ﬁpm-cokd@\)
= OWo wit (OV\('\(A\
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Recap: Orthogonal Matrices

1 — . ?
What's an orthoganal (=orthonormal) matrix

One that satisfies QT Q = I and QQT = I.

How do orthogonal matrices interact with the 2-norm?

= Qv =(Qv)(Qv) =vTQTQv=vTv=|v|3.
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Transforming Least Squares to Upper Triangular

Suppose we have A @Nith Q square and orthogonal, and R upper
triangular. This is called a QR factorization.

How do we transform the least squares problem Ax =2 b to one with an
upper triangular matrix?

wie= [Ax bl < 1A L)

= “ QT(Q Qx~b)NL: | ‘Zyvﬂ‘bntw
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Simpler Problems: Triangular

What do we win from transforming a least-squares system to upper
triangular form?

How would we minimize the residual norm?
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Computing QR

» Gram-Schmidt
» Householder Reflectors
» Givens Rotations
Demo: Gram-Schmidt-The Movie [cleared]
Demo: Gram-Schmidt and Modified Gram-Schmidt [cleared]
Demo: Keeping track of coefficients in Gram-Schmidt [cleared]
Seen: Even modified Gram-Schmidt still unsatisfactory in finite precision
arithmetic because of roundoff.

NOTE: Textbook makes further modification to ‘modified’ Gram-Schmidt:
» Orthogonalize subsequent rather than preceding vectors.
» Numerically: no difference, but sometimes algorithmically helpful.
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