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Rank-Deficient Matrices and QR
What happens with QR for rank-deficient matrices?
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Rank-Deficient Matrices and QR

What happens with QR for rank-deficient matrices?

7

A = QR, where R has some spdll diagonal entries, in undetermined
order. 205

Practically, it makes sense to ask for all these ‘small’ columns to be
gathered near the ‘right’ of R — Column pivoting.

Q: What does the resulting factorization look like?
AP = QR

AP =Q ' (sr:all) (sn;kall)
(smaller)

Also used as the basis for rank-revealing QR.
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Rank-Deficient Matrices and Least-Squares

Ax=b

What happens with Least Squares for rank-deficient matrices? W
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SVD: Reduced and Full

Q (O OM

For a matrix o?shape m x n with m > n, what are the shapes of the

factors in the SVD? Ts s
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SVD: Reduced and Full

For a matrix of shape m x n with m > n, what are the shapes of the
factors in the SVD?

Again, there is the full version of the factorization:
> U:. mxm
> >: mxn
> V:nxn
and the economical /reduced version:
> U: mxn
> X:nxn
> V:nxn
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SVD:

What's this thing good for? (1)

hAn =,
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SVD: What's this thing good for? (II)

» Low-rank Approximation

Theorem (Eckart-Young-Mirsky)
If k < r =rank(A) and

k
_ T
A = E ojujv; , then
i=1

in [[A=Bl,=[A- A, =

n
in A= By = |A— Adlly = 2,
amin_ A= Bl = A= Al j;loj

Demo: Image compression [cleared]
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SVD: What's this thing good for? (I11)

» The minimum norm solution to Ax = b:
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SVD: Minimum-Norm, Pseudoinverse A- UE VT

~) T
What is the minimum 2-norm solution to Ax =2 b and why? A ’Vg u
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Generalize the pseudoinverse to/the case of a rank-deficient matrix.
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Comparing the Methods

Methods to solve least squares with A an m X n matrix:

.

Demo: Relative cost of matrix factorizations [cleared)]
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Comparing the Methods

Methods to solve least squares with A an m X n matrix:

>

v

Form: ATA: n?m/2 (symmetric—only need to fill half)
Solve with AT A: n3/6 (Cholesky)

Solve with Householder: mn? — n3/3
If m~ n, about the same

If m > n: Householder QR requires about twice as much work
as normal equations

SVD: mn? + n® (with a large constant)

Demo:

Relative cost of matrix factorizations [cleared]
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In-Class Activity: Householder, Givens, SVD

In-class activity: Householder, Givens, SVD
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