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Existence/Uniqueness

Terminology: global minimum / local minimum

Under what conditions on f can we say something about
existence/uniqueness?
If f: S — R is continuous on a closed and bounded set S C R”, then

a min Uxighy

f:S —Ris called coerciveon S C R" if \ J

Qin %(>~) = &

fxii = oo

If f is coercive and continuous and S is closed, ...

@ ‘\\O el mly  Rishs, ]
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ConveXity @(r wb coury
N ouk
S C R"is called convex if for a@nd al0<a<l1

ax f (l»aL); ‘cw\uex (oméfw.”olsa

f:S—Riscalled convexon SCR"ifforx,y € Sandall0 < a <1

%(&QJ«(I-(&)\;) < K?(f) + ()4)5)@7
< @ st

L

@Give an example of a fonvex, but not\strictly convgx functjop.

LN
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Convexity: Consequences

If fis convex, ...

e

o Q is  (ahhwaay

o iy .QOCC\Q mhd i 9’DL0\Q i ;

[
-

S

If f is strictly convex, ...

0 g(‘f) « Q_&CCAQ M DK A L{m,;(?ma 7{})&& mic,
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Optimality

.. T
Conditions <R x

If we have found a candidate x* for a minimum, how do we know it

actually is one? Assume f is smooth, i.e. has all needed deriv?tixes.

hecessamy %'N)V‘ 0
em@mzw?q G am J)‘( X"@
1(F &W\ }‘\ J"'\ﬁ/\ J/L\D post-lectu/refixes
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Optimization: Observations

Q: Come up with a hypothetical approach for finding minima.

Solve K%P =0

Q: Is the Hessian symmetric?

\j@s/ S(U Way ¥ [5 H\WWM

Q: How can we practically test for positive definiteness?

C,l/\bloslby
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Sensitivity and Conditioning (1D)

How does optimization react to a slight perturbation of the minimum?
Swppze—yJ(K) \p < ol s xdl
6 gl = Pl Gyw ) b+ y"m = ¢oll
ol > [Pl 9@“)/ °l~?
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Sensitivity and Conditioning (nD)

How does optimization react to a slight perturbation of the minimum?

) @4nz) -gW) P 5T Bl 0(17)
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Unimodality

Would like a method like bisection, but for optimi
In general: No invariant that can be preserved.
Need extra assumption.

? o ol wahddd o opn e 1€
Ny ‘bd?k”"‘ x* such Hranl NCOV(/\QH X, < .

Xyent = Pl 5}0(xL)
K Cw =) Q(X,)cp(ﬁ}
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Golden Section Search
Suppose we have an interval with £ unimodal:

Would like to maintain unimodality.

M) 2le) = tedue ko [, 6]
F(K,)CP(‘KL) 9 redue o Cq’ XJ
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Golden Section Search: Efficiency
Where to put x1, x»7

gywmew :

v,z ax (1-¢) (bea) Th= =T
-Gt T (ba) <= (5-1)/2
— — )
1) {.,t //f?: 1
gw}tﬁ/v\/&v' § -

() =)

Convergence rate?

[ Liners
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Newton's Method

Reuse the Taylor approximation idea, but for optimization.

Demo: Newton's Method in 1D [cleared]
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