
Announcements
▶ HW10 due Dec 18

▶ If current planning holds up, problem 2 may be useful for the
final

▶ Final starts Thursday
▶ Up to, but not including Richardson

▶ Please fill out ICES (will take a few minutes at end)
▶ Helps me justify effort I put towards CS450
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To get an equivalent increase in the range of magnitudes provided
by
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What happens with zero columns in LU factorization?



Why is BLAS3 generically more efficient than BLAS2?



How can you use the Schur complement to lower the complexity of
a solve?



Outline

Fundamentals

Systems of Linear Equations

Linear Least Squares

Eigenvalue Problems

Nonlinear Equations

Optimization

Interpolation

Numerical Integration and Differentiation



Orthogonality can only be determined up to sqrt(epsmach). Why?



Orthogonal matrices have perfect conditioning. What’s the
mismatch?



Provide a bound on the quality of QR factorization
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In power iteration on a symmetric matrix, how might you ’kill off’
eigenvalues in a whole interval?
▶ What is a "filter polynomial"?



What does a Krylov space buy you? Does it solve any specific
problem?
▶ What’s the setting for Krylov space methods?
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What does it mean when the Jacobian you encounter in Newton’s
method is block-diagnoal?
▶ What is the approximant to the function used by Broyden?
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▶ Does convex imply coercive?
▶ Does coercive imply convex?
▶ Does unimodal imply convex?
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▶ What does a Lebesgue constant of 10,000 mean?
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▶ How do you apply finite differences on an equispaced grid
given a differentiation matrix on an equispaced grid?



▶ How do you compute a composite Gaussian integral?


	Fundamentals
	Systems of Linear Equations
	Linear Least Squares
	Eigenvalue Problems
	Nonlinear Equations
	Optimization
	Interpolation
	Numerical Integration and Differentiation

