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Review Solving a Nonlinear Equation

» Newton’s and secant method provide basic approaches for solving a
univariate nonlinear equat}on:
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» Inverse (quadratic) interpolation can provide better convergence:




Systems of Nonlinear Equations
fi(z)
: for x € R, seek x* € R" so that f(z*) =0

» Given f(x) = {
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» At a particular point x, the Jacobian of f, describes how f changesin a
given direction of change in «,
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Multivariate Fixed-Point and Newton Iteration

» Fixed-point iteration x;1; = g(x)) achieves local convergence so long as
| Amax(Jg (7)) < 1:
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» Newton’s method corre%ponds to the fixed-goint iteration
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Convergence of Newto{r\Iteration

>
» Newton’s method g'chieves quadratic local convergence if HJJZI(:C*)H is
bounded:
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Convergence of Newton Iteration (II)

» Quadratic convergence is achieved when the Jacobian of a fixed-point

iteration is zero at the solution:
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Estimating the Jacobian using Finite Differences

» To obtain J¢(x;) at iteration k, can use finite differences:
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» How many function evaluations are generally needed? ' A ‘F(x + LQ \
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