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Solving Triangular Systems

» Lx = bif L is lower-triangular is solved by forward substitution:

litzr = by x1 =b1/ln
lo1xy +lopxe =by = xo = (ba — lo121)/l22
3121 + l32w2 + l3323 = b2 x3 = (b3 — l3121 — l3222) /l33

» Computational complexity of forward/backward substitution:
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Solving Triangular Systems

» Existence of solutionto Lz = b:
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» Invertibility of L and existence of solution:
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Properties of Triangular Matrices

» XY = Zislower triangular is X and Y are both lower triangular:
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» L~ !is lower triangular if it exists:
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LU Factorization

» An LU factorization consists of a unit-lower-triangular factor L and
upper-triangular factor U such that A = LU A (a0
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Gaussian Elimination Corbradntvon
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» The LU factorlzatlon may not exist: — thyyF O
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» Permutation of variables enables us to transform the linear system so the
LU factorization does exist:



Gaussian Elimination Algorithm

> Algorithm for factorization is derived from equations givenby A = LU:
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» The kth column of L is given by the kth elemenwk: A . L‘ Y
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Elimination Matrices

» An elimination matrix M, satisfies the following properties:



Gaussian Elimination with Partial Pivoting

» Partial pivoting permutes rows to make divis@s maximal at each step:

A= PLU PA=LU

L =81

» A row permutation corresponds to an application of a row permutation
matrix ij =1— (e —ex)(ej—ex): -r
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Complete Pivoting and Error Bounds

» Complete pivoting permutes rows and columns to make divisor u;; is
maximal at each step:
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» For LU, the backward error § A, so that LU = A + § A, satisfies bound
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