
CS 450: Numerical Anlaysis
Lecture 11

Chapter 4 – Eigenvalue Problems
Krylov Subspace Methods and the Generalized Eigenvalue Problem

Edgar Solomonik

Department of Computer Science
University of Illinois at Urbana-Champaign

February 21, 2018



Eigenvalues and the Field of Values
� The field of values is the set of possible Rayleigh quotients of matrix A:

� If and only if the matrix is normal, the field of values is the convex hull of the
eigenvalues:



Canonical Forms
� Any matrix is similar to a matrix in Jordan form:

� Any matrix is orthogonally similar to a matrix in Schur form:



Computing Eigenvectors of Matrices in Schur Form

� Relate eigenvectors of matrices that are similar:

� Its easy to obtain eigenvectors of triangular matrix T =

�
T11 T12

T22

�
:



Matrix Reductions
� Any matrix can be reduced by an orthogonal similarity transformation to

Hessenberg form:

� In the symmetric case, Hessenberg form implies tridiagonal:



Solving Hessenberg Nonsymmetric Eigenproblems
� Eigenvalues of a Hessenberg matrix are usually computed by QR iteration:

� Good convergence guarantees given by Francis (Wilkinson) shift:



Solving Tridiagonal Symmetric Eigenproblems
A rich variety of methods exists for the tridiagonal eigenproblem:

� QR iteration

� Divide and conquer





Solving Tridiagonal Symmetric Eigenproblems (II)
� Jacobi iteration

� Bisection

� Relatively robust representation (RRR and MRRR)



Krylov Subspace Methods: Motivation
� Many important problems require computation of extremal eigenvalues of

sparse matrices:

� QR iteration is too expensive in this case:

� Inverse iteration with deflation provides one approach:



Krylov Subspace Methods
� Define k-dimensional Krylov subspace matrix Kk = K(A,x0):

� Show that Kk is a similarity transformation of A to a companion matrix C

� QR factorization of Kk gives an orthogonal representation of the Krylov
subspace:



Rayleigh-Ritz Procedure
� The eigenvalues/eigenvectors of Hk are the Ritz values/vectors:

� The Ritz vectors and values are the best possible approximation of the actual
eigenvalues and eigenvectors given a k-dimensional Krylov subspace:


