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Sequential Quadratic Programming
� Sequential quadratic programming (SQP) solves a constrained quadratic

program at the kth step:

� We can reduce a constrained quadratic program to an unconstrained one,
using the Lagrangian function of q:



Solving Quadratic Programs
� Newton’s method for optimization can solve the quadratic program with a

single step:

� The conjugate gradient method provides an e�ective way of solving QPs
iteratively:



Conjugate Gradient as a Krylov Subspace Method
� Generally, Krylov subspaces describe the information available from k

matrix-vector products, and can be used to find an approximation xk to the
minima of cTx− xTAx:

� Conjugate gradient can be derived from vectors generated by the Lanczos
algorithm for symmetric (positive-definite) A, yielding

xk = QT−1e1||c||2 if x0 = c







Conjugate Gradient Properties
� Each iteration of conjugate gradient has cost proportional to a matrix-vector

product:

� Conjugate gradient is especially e�cient when the matrix has a sparse or
implicit representation:



Active Set Methods
� To use SQP for an inequality constrained optimization problem, consider at

each iteration an active set of constraints:

� The Karush-Kuhn-Tucker (KKT) optimality conditions in this case are

∇xL(x,λ) = 0

g(x) = 0

h(x) ≤ 0

λ2 ≥ 0

λT
2 h(x) = 0



Penalty Functions
� We can reduce constrained optimization problems to unconstrained ones by

modifying the objective function. Penalty functions are e�ective for equality
constraints g(x) = 0:

� The augmented Lagrangian function provides a more numerically robust
approach:



Barrier Functions
� A drawback of penalty function methods is that they can produce infeasible

approximate solutions, which is problematic if the objective function is only
defined in the feasible region:

� Barrier functions provide an e�ective way (interior point methods) of
working with inequality constraints h(x) ≤ 0:


