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What about non-square systems?

Specifically, what about linear systems with ‘tall and skinny” matrices? (A:
m x n with m > n) (aka overdetermined linear systems)

Specifically, any hope that we will solve those exactly?




Example: Data Fitting

Have data: (x;, y;) and model:
y(x) = a+ Bx+x°

Find data that (best) fit model!



Data Fitting Continued




Rewriting Least Squares

Rewrite in matrix form.

‘|| Ax — b|5 — min!" is cumbersome to write — new notation, defined to
be equivalent:
Ax=b



Least Squares: Nonlinearity
Q: Give an example of a nonlinear least squares problem.
2
lexp(a) + Bx1 + ¢ — |

2 :
‘exp(a)+ﬁx,,+fyx§—y,,‘ —  min!

But that would be easy to remedy: Do linear least squares with exp(«) as
the unknown. More difficult:

2
|+ exp(Bx1 +727) — w1
+..._|_

2 :
‘a+exp(ﬁx,,+7x,2,)—yn‘ —  min!

Demo: Interactive Polynomial Fit




Properties of Least-Squares

Consider LSQ problem Ax = b and its associated objective function
o(x) =|b— Ax||§. Does this always have a solution?

Is it always unique?

\.

Examine the objective function, find its minimum.
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Least squares: Demos

Demo: Polynomial fitting with the normal equations

What's the shape of AT A?

So\\,\uﬂ&

Demo: Issues with the normal equations




Least Squares, Viewed Geometrically

M;mI/L sl

y=Ax
span(A)

Why is r L span(A) a good thing to require?




Least Squares, Viewed Geometrically (I1)

A

y=Ax

span(A)

Phrase the Pythagoras observation as an equation.

r Srp(lh (M 1 b-Ay
ATb - NAx=0

Write that with an orthogonal projection matrix P.

Ax- P)




About Orthogonal Projectors

What is a projector?

/ 3
Pr=p
What is an orthogonal projector?
fﬁ' p ijw\-/l/ng
How do | make one projecting onto span{qi,qz,...,qs} for orthogonal q;?

Q- ) ao%




Least Squares and Orthogonal Projection
A" s < AT
x> (MAY'A™S

Check that P = A(ATA)~1AT is an orthogonal projector onto colspan(A).

pt‘? P 4\7mMML \/

What assumptions do we need to define the P from the last question?

ATA weeds fo be inandilly
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Pseudoi &
seudoinverse A=) ~ A slplg

What is the pseudoinverse of A? se=AL

+ -
- 1 f
A= ( A4y ]
What can we say about the condition number in the case of a

tall-and-skinny, full-rank matrix? Shvart ,/A// //A///

cnd(A) = 141 1A

What does all this have to do with solving least squares problems?

x = At




In-Class Activity: Least Squares

In-class activity: Least Squares




Sensitivity and Conditioning of Least Squares
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I /TbAz
()

) = Az

span(A)

B L cond (). Il

T~ &9 Tl

What values of § are bad?
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Sensitivity and Conditioning of Least Squares (II)

Any comments regarding dependencies?

me lo‘,(m A M’I"m’ la

What about changes in the matrix?

DL cntppim () o))
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Least-squares by Transformation

Want a matrix @ so that
QRAx == Qb (

has the same solution as )
A

l.e. want

IQ(Ax = b)l; = [[Ax = bl|,.

What type of matrix does that? Any invertible one?

Q Moﬂd\ﬁ&




Orthogonal Matrices

What's an orthogonal (=orthonormal) matrix?

One that satisfies Q" Q =/ and QQT = I.

Are orthogonal projectors orthogonal?

Nope, not in general.

\.

Now what about that norm property?

Qv = (Qv)T(Qv) =vT QT Qv =vTv = ||v|3.




Simpler Problems: Triangular

Would we win anything from transforming a least-squares system to upper

triangular form?
17

If so, how would we minimize the residual norm?
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Computing QR

» Gram-Schmidt

» Householder Reflectors

» Givens Rotations
Latter two similar to LU:

» Successively zero out below-diagonal part
» But: using orthogonal matrices
>
Demo: Gram-Schmidt—The Movie
Demo: Gram-Schmidt and Modified Gram-Schmidt
Demo: Keeping track of coefficients in Gram-Schmidt




