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Eckart-Young-Mirsky Theorem

Theorem (Eckart-Young-Mirsky)

SVD A @ If k < r = rank(A) and W,V e,

then
i A—Blp=|A— A = . '
ranlr(r("Br;:k | : ’&\klz s o

Q: What's that error in the Frobenius norm?
So in principle that's good news:

» We can find the numerical rank.

» We can also find a factorization that reveals that ran
Demo: Rank of a Potential Evaluation Matrix (Attempt 2
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Constructing a tool

There is still a slight downside, though.

o %:«J doe maris Oy
‘ CUW\(AHV\:) e SV() O(/V’}

[

‘f'OO QJ«FW\S I//‘/
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Representation

What does all this have to do with (right-)preconditioning?

(6 preod: M) AS - MY

b

ijkl ‘JKN\A \ VW/M_LOD"
L H Mfsb’hh?
(A np-&

Aabb *’.)vaOo«J?,

' g - prccomdhin auny dhe PDE
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Representation (in context)

31



Outline

Tools for Low-Rank Linear Algebra
Low-Rank Approximation: Basics
Low-Rank Approximation: Error Control
Reducing Complexity
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Outline

Tools for Low-Rank Linear Algebra
Low-Rank Approximation: Basics
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Rephrasing Low-Rank Approximations

SVD answers low-rank-approximation (‘LRA’) question. But: too

expensive. First, rephrase the LRA problem:

A= BT B

C Cadndt 1ahon Com

Ax Q Q" A

——

C.prﬂjtt.l;l\!- Eom
\m"). = (:0‘0" FUW\F].
o

J <

k w
Q*ﬂ orH'\,
=

w

v C
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Using LRA bases

If we have an LRA basis @, can we compute an SVD?

O B:Q4 e~
@ P=UVr W el

Nk h

Cowplwmt/r. A el
@ kN
Q N

@Gn%xk,

@ Ax QUA=QbsQULVT ) U-Ql

—

® N ;
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Finding an LRA basis

How would we find an LRA basis?

D Woinghe S ()
@ s 4 dllund ap

G need  a Way Yo male
fralell
o (i\ed\ ‘mhh

¢ A AL\M“‘.

Cir - mh,
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Giving up optimality

What problem should we actually solve then?

1A-QQ"A {/ 2 mh | A- Xﬂ
"M(X) <l

wlmr( O ¢ mm((ll.ty)

(H‘s e vmmcess‘nfj
exhn ml
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Recap: The Power Method

How did the power method work again?

A 51vw.-e/"€,‘l 7%%‘*”5;
Aia youdlid i -
il [A)2 (M2 220 4\5;%'9,-

= w > 2 S
* e o, % TRy - b

A1X‘, - @f:“ﬁf“Aza-&.,
¢ i Al At

€l
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How do we construct the LRA basis?

Put randomness to work:

@ Dyawm hx L  Gaassian 11 yomtow ki)
@ V- AL Wank | wp g

@ | v-at e
[
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Tweaking the Range Finder (1) /

Can we accelerate convergence?

Y- (AA)AS
As AEVT

Ve (wgprzur ) ugur

o (Ah4) - o, (A)?
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Tweaking the Range Finder (Il)

What is one possible issue with the power method?

[4

ovw(/ou = VchM@iuL

> 1'llil/\~<57'}/l'lﬂ m‘ﬂ\ﬁ7ow&“{_.
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Even Faster Matvecs for Range Finding

42



Outline

Tools for Low-Rank Linear Algebra

Low-Rank Approximation: Error Control
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Errors in Random Approximations

If we use the randomized range finder, how close do we get to the optimal
answer?

Theorem

For an m x n matrix A, a target rank k > 2 and an oversa
parameter p > 2 with k + p < min(m, n), with probabilfty 1 —6 - p~P,

‘A —QQRTA ‘2 < (1 + 11k + py/min(m, n)) Ok+1-

(given a few more very mild assumptions on p)

[Halko/Tropp/Martinsson ‘10, 10.3]

Message: We can probably (!) get away with oversampling parameters as
small as p = 5.
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A-posteriori and Adaptivity

The result on the previous slide was a-priori. Once we're done, can we find
out ‘how well it turned out'?

£-A-QQA
el = o, (€|
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Adaptive Range Finding: Algorithm

@ Compue (Smﬂ’“l\) Eixe -yl (A
@ CL\ZI(A eyv
® Add more  colmns if noeded,
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Reducing Complexity
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