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ID QvsID A

What does row selection mean for the LRA?

o Smﬂym we baw pL«& A~ Q Q\_A
D apw \0 5 @’XQP OCj)

N\
Ax P QCS QA
A= ¥p,0g) TA
PAg = P dg) A~ A

[Martinsson, Rokhlin, Tygert ‘06]
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ID: Remarks A Nxh Gusic, iy
YASL ik /23‘/ AA’
Slight tradeoff here: what? Q{L 7

f //xL

Move « moxn'mo\hmi

How would we use the ID in the context of the range finder?

Cbm “7‘: (ie fhdw uwaq WS a9 Saph  as Nbssit
f 1 A
¢+ Compuke + only do com prese af

Demo: Interpolative Decomposition ‘H\e JG’IJ m\A

53



What does the ID buy us?

Name a property that the ID has over other factorizations.

(o mmabes itl oher ‘[“(‘UVi’)nHm)

All our randomized tools have two stages:

1. Find ONB of approximate range

2. Do actual work only on approximate range
Complexity?

So (wv ‘ (’Xﬁjlkj

What is the impact of the ID?

r A\M\J\ o €ovomakin oé QTA
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Leveraging the ID for SVD (1)

Build a low-rank SVD with row extraction.

o GeL 3“‘"{ P b A= @ch)
[ ] T — —~—
<Ag33) - QR
TR M
’ u(?%p,t K ; (%= @ ET
ﬂ’a’ 14"“( [ 7%
t SV() _
T=UCVT
Ny N s kb
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Leveraging the ID for SVD (l1)

V. !
In what way does this give us an SVD of A%

= |
W < (V)" < sw
Ml sk M bk,

T C \T\'ar
T
S % QT
s PUTQ - PA@QA
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Leveraging the ID for SVD (l1)

Q: Why did we need to do the row QR?

dgy= uzvr
Phop - Pugyr
[

orHs 1
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Where are we now?

» We have observed that we can make matvecs faster if the matrix has
low-ish numerical rank

» In particular, it seems as though if a matrix has low rank, there is no
end to the shenanigans we can play.

» We have observed that some matrices we are interested in (in some
cases) have low numerical rank (cf. the point potential example)

» We have developed a toolset that lets us obtain LRAs and do useful
work (using SVD as a proxy for “useful work™) in O(N - K%) time
(assuming availability of a cheap matvec).

Next stop: Get some insight into why these matrices have low rank in the
first place, to perhaps help improve our machinery even further.

58



Outline

ank and Smoothness
Local Expansions

Rank Estimates
Proxy Expansions

59



Outline

Rank and Smoothness
Local Expansions
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Punchline

What do (numerical) rank and smoothness have to do with each other?

(f eutire Vmbq, of opwabv hag
shor f - fgh Wuyloy QN i 510wy (e

Sweoth ness wel) - “[’/7”" rater] [07 Va7/n/

tepr. vt ()oh,vmmqﬁ) ,H/@P ofovily g be |

Even shorter punchline?

Vg

(bl
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Smoothing Operators

If the operations you are considering are smoothing, you can expect to get
a lot of mileage out of low-rank machinery.

What types of operations are smoothing?

a: 2

S ‘ 4993 =T

Now: Consider some examples of smoothness, with justification.
How do we judge smoothness?

[ q««q[w ook
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Recap: Multivariate Taylor

ke
10 qufsr; P(C“ l") ~ C
ol e’ p’ =(p AL ”\}:r\

63



Taylor and Error (1)

{ =L J‘“
How can we estimate the error in a Taylor expansionpi+/ L I
Puh) C ?(c)hr /
¢t s
‘ (p)
vagn‘)t\(« e , y ‘9 (() hpl/

Pkt pr
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Taylor and Error (I1)

Now suppose that we had an estimate that
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